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An enhanced method for fast generation of hologram
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Sub-lines are one-dimensional diffraction patterns representing the light beams emerging from horizontal
planes of an object image. Past research has demonstrated that the sub-lines can be encapsulated as
a multi-bank filtering process, and implemented with a field programmable gate array (FPGA) device.
As the complexity of the filters is high, their length and the number of input pins have to be reduced
substantially, hence leading to degradation on the reconstructed images. We propose an enhanced method
to overcome the problem by binarizing the filters’ coefficients, and half-toning the pixel intensities of
the object image. Experimental evaluation reveals that our method results in reconstructed images are
superior to that obtained with the parent method.
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An effective means to generate holograms of digital three-
dimensional (3D) models is to superimpose the opti-
cal waves of individual object points onto the hologram
plane[1]. At present, such approach has become one of
the de facto in producing both white light and Fresnel
holograms. The major disadvantage of this method lies
in the enormous amount of arithmetic operations involv-
ing in the formation of the hologram. In the past, nu-
merous research works such as Refs. [2−4] have been
conducted to overcome this problem from a fundamen-
tal nature, or through the use of high-speed processing
units[5−7]. An alternative approach has been adopted by
Yoshikawa[8] who suggested that the generation of rain-
bow holograms can be decomposed into a pair of one
dimensional (1D) processes. In the first stage, a 3D ob-
ject scene is sectioned into a uniformly spaced stack of
horizontal scan-planes. A 1D diffraction pattern known
as sub-line is then generated for each of the scan-plane.
Next, a holo-line is generated by adding a reference wave
to each sub-line. Finally, a collection of the holo-lines
along the vertical direction forms a two-dimensional (2D)
white light (rainbow) hologram. The method is compu-
tationally efficient, and also portrays the framework of a
holographic video system as shown in Fig. 1, where the
low data-rate sub-lines can be transmitted to the receiv-
ing end through the existing distribution media.

Recently, Poon et al.[9] proposed an optical method to
generate holo-lines from real objects to form a horizontal-
parallax-only (HPO) hologram using optical scanning
holography. Most recently, Tsang et al.[10] proposed a
method to generate Fresnel holograms from sub-lines of a
3D object image which is centered around a depth z = zo.
A brief outline of this approach is given as follows. To
begin with, the following terminology is adopted. Let
X and Y be the horizontal and vertical extents of the

hologram to be generated. Suppose there are N(n) ob-
ject points on the nth scan-plane, and the distance of the
object points is sufficiently far away from the hologram,
Fresnel approximation is taken and the sub-line at the
hologram plane is given by

O (m, n)0≤m<X−1 =
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, λ is

the wavelength of the optical beam, and k = 2π/λ is the
wave number. a (n)j and mj denote the amplitude and
the horizontal position of the jth object point on the
nth scan-plane, respectively. δx is the pixel width of the
object scene and zj is the perpendicular distance (i.e.,
the depth) of the object point from the hologram plane.
The quantity zj is quantized into discrete value hereafter
referring to as the “depth plane”. The vertical position

Fig. 1. A holographic video system based on Ref. [8].
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‘y’ of the scan-plane is given by y = nδy, where δy is
the separation between an adjacent pair of scan-planes.
We have also assumed that δx and δy are identical to
the width and the height of the pixels in the hologram,
respectively.

If we assume that zj is close to a fixed depth at zo, it
has been shown that a Fresnel hologram H (m, n) can be
generated from the holo-lines as[10]

H (m, n)0≤n<Y = Re {[O (m, n) ∗ B (n)]ℜ (n)} , (2)

where ∗ denotes 1D convolution, B (n) = exp
(

ik (nδy)2

2zo

)

,

and ℜ (n) = exp (inδy) is a 1D reference beam. As it
turns out, the algorithm derived in Eq. (2) has shown to
save a tremendous amount of computation and yet with-
out much undesirable effects upon the reconstruction of
such hologram[10].

At present, there are several ways of generating sub-
lines or holo-lines. The first approach is through numer-
ical calculation based on Eq. (1), but the speed is rela-
tively slow even with modern computers. Secondly, holo-
lines can be captured directly with optical scanning[9].
However the method is only applicable to real objects,
and requires precise optical setup. The third way en-
capsulates sub-line generation process into the juxtapo-
sition of finite impulse response (FIR) filters which can
be realized with field programmable gate array (FPGA)
device, and operate at a rate of over 100M pixels per
second[11]. Due to the high complexity of the FIR filters,
two restrictions have been imposed so that the sub-line
generator can be housed in a single FPGA device. First,
the number of input pins of each FIR filter is reduced to
2 bits. Consequently, the intensities of the object image
have to be re-quantized to 2 bits to match the input of
the filters, leading to heavy degradation on the source
image. Second, the length of the filter (i.e., the number
of coefficients), which is originally equal to the extent of
sub-line, is shortened to 256. The reduction jeopardizes
the fidelity of sub-lines, as well as the Fresnel holograms
generated from them, in representing the object image.

In this letter, we noted that the complexity of an FIR
filter can be lowered by reducing the size of the input
data bus, number of bits employed to quantize the tap
coefficients, as well as the length of the filter. On this ba-
sis, we propose an enhanced sub-lines generation scheme
so that the abovementioned problems can be alleviated.
The solution can be realized with a single FPGA device
with smaller amount of logic elements. Following the in-
troduction, the implementation of the sub-line generator
based on multi-bank filtering[11] is outlined. Then, we
analyze the factors governing the tradeoff between the
complexity of the sub-line generator and its capability
in preserving the fidelity of the source images. Next we
propose a scheme to provide a good compromise between
these two factors, and demonstrate its merits over the
parent method. Subsequently, a conclusion is given with
summarizing the essential findings.

For the sake of clarity, a brief outline on Ref. [11] is
presented. To begin with the following assumptions have
been made. First, at each horizontal position there is at
most a single object point. In other words, the complete

collection of the scan-planes represents a 3D surface of
the scene. Second, the horizontal extent of a sub-plane
is the same as that of a sub-line (i.e., X ’). Third, δx is
the width of a pixel on the sub-plane. Fourth, δy is the
separation between a pair of adjacent sub-planes. Fifth,
the depth “z” is quantized in L levels and denoted by
z (q) |1≤q<L .

At each depth level ‘q’ on a scan-plane, a sequence
pq (m, n) |0<m<X−1 (where m and n denote the hori-
zontal and vertical positions, respectively, of the object
points) is generated as

pq(m, n) =

{

intensity of an object point if exists
0 otherwise

. (3)

With this arrangement, the length of the sequence
pq (m, n) will be fixed at M and independent on the num-
ber of object points. The horizontal position of an object
point, or a pixel on a sub-line, is equal to the product of
its index ‘m’ and the spatial distance between adjacent
samples. Applying Eq. (1), a sub-line for the nth scan-
plane is generated by summing the contributions from all
the L sequences (each representing a depth level) as

O (m, n) =
L

∑

q=1
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∑

j=0

pq (m, n) exp
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⇒ O (m, n) =

L−1
∑

q=0

pq (m, n) ∗ Gq (m ). (4)

However based on the assumptions at the start of
this section, at most one object point is present for
each value of m, and pq(m, n) |1≤q≤L can be grouped
into a single sequence of order pairs as P (m, n) =
[(pa(0, n), pg(0, n)), (pa(1, n), pg(1, n)), · · · , (pa(X − 1,n),
pg(X − 1, n))], where pa (m, n) and pg (m, n) are the am-
plitude and depth of the ‘mth’ object point. Eqatiov (4)
can be rewritten as

O (m, n) =

L−1
∑

q=0

[pa (m, n) sq (pg (m, n))] ∗ Gq (m). (5)

Noted that in Eqs. (4) and (5) the variable ‘n’ denotes
the vertical position of the scan-plane of interest, and
is not directly involved in the derivation of the sub-line,
where sq (pg (m, n)) = 1 if pg (m, n) = q, and zero oth-
erwise. Eqatiov (5) can be further encapsulated as a
multi-bank FIR. filtering process as shown in Fig. 2,
where the implementation of Eq. (5) makes use of the
AND gates.

In Fig. 2, the multiplexer plays the role of sq (•) and
directs object points at different depth levels to their
corresponding FIR filter inputs. Gq (m) is the unit im-
pulse response of the filter for depth level q as given by
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Fig. 2. Sub-line generation encapsulated as a multi-bank
filtering process.

Fig. 3. Structure of the complex FIR filter.
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where Gq (m) is a complex function which can be im-
plemented with a pair of FIR filters as shown in Fig.
3. However for the sake of simplicity in description, we
shall treat Gq (m) as a single FIR filter with complex tap
coefficients.

To implement the sub-line generator with FPGA de-
vice, the number of logic elements (LE) is approximately
governed by the follow relationship:

LE ∝ (Ibit × Tlen × Cq × L) , (7)

where Ibit and Cq are the number of bits representing the
input data (i.e., the intensity of the object points) and
the coefficients of the FIR filter. Tlen is the tap length
of the latter, and L is the number of depth plane.

Without loss of generality, the sub-line generator is as-
sumed to be implemented based on the Altera Cyclone
II FPGA chip which contains a total of 68416 LEs. The
method can be extended to other FPGA devices with

only minor modification. In Ref. [11], the optical setting
and the FIR filter specification in Table 1 are adopted
to allow sub-lines representing 8 depth levels to be gen-
erated on a single FPGA chip. The design, developed
under the Quartus II 6.0 design environment, consumed
58256 out of a total of 68416 LEs (around 85%), and the
throughput is 100M pixels per second. As the intention of
the letter is to establish a functional framework suitable
for hardware implementation, the choice of parameters
are rather ad hoc and only serves to reflect the feasibility
of the approach.

Based on the above configuration, the sub-line can only
record a crude approximation of the object image. The
latter is distorted from the inadequate number of bits to
represent the gray intensities of the pixels. As an exam-
ple the original image ‘Lenna’ with pixels represented in
8 bits, and its appearance after re-quantization to 2 bits,
are shown in Figs. 4(a) and (b), respectively.

It can be seen that the degradation is rather prominent
with a reduction to 2 bits. On top of that the short-
ened filter length also decreases the fidelity of the sub-
lines in representing the object images. To illustrate the
effects caused by these two kinds of distortions, the sub-
lines representing the 2-bits ‘Lenna’ image in Fig. 4(b)
are generated with the setting in Table 1, and converted
into a Fresnel hologram with the method reported in Ref.
[10]. The image is reconstructed from the hologram with
Holovision[12] and shown in Fig. 4(c). It can be seen
that the image is rather blurred and the overall visual
quality is poor. Although the quality of the sub-lines can
be enhanced by increasing the values of Ibit and Tlen, the
number of LEs will far exceed the limit of the FPGA
chip.

In this letter, we proposed to simplify the scheme in
Ref. [11] so that the sub-line generation process can be
realized with FIR filters of lower complexity. Essentially
we are preserving the multi-bank filter architecture as
depicted in Fig. 2, but exploring measures to reduce the
parameters Ibit, Cq, and Tlen, while at the same time
improving the quality of the reconstructed images. Our
method can be divided into three parts and outline as
follows.

According to Fig. 2, each FIR filter accepts the input
data pa (m, n) which is quantized into certain number of
bit-planes. As the latter determines the number of input
pins Ibit, a reduction of which will also decreases the com-
plexity of the filter. In the first part of simplification, we
propose to reduce the intensity of the object points to a
one-bit representation. However as shown in Fig. 4(b),
direct re-quantization of pa (m, n) will lead to heavy dis-
tortion. To overcome this problem, the object is first
decomposed into a depth map pg (m, n), and a texture
map TX (m, n) as

S = {pg (m, n) , TX (m, n)} , (8)

Table 1. Details of Optical Setting and FIR Filter
Specification

Ibit Cq Tlen λ δx

2 bits 8 256 650 nm 10.583 µm

δy X Y zo L

10.583 µm 1024 1024 0.4 m 8
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Fig. 4. (a) Original image ‘Lenna’ (8 bits); (b) re-quantization
of image ‘Lenna’ with 2 bits; (c) reconstruction result of a
hologram representing the image in (b). The hologram is de-
rived from the sub-lines generated with the setting in Table
1, followed by applying Eq. (2).

Fig. 5. (a) The half-toned ‘Lenna’ image; (b) reconstruc-
tion of a hologram representing (a). The hologram is derived
from sub-lines generated with 8-bit filter coefficients based
on the optical setting in Table 1, followed by applying Eq.
(2). (c) Reconstruction of a hologram representing (a). The
hologram is derived from sub-lines generated with 1-bit filter
coefficients based on the optical setting in Table 1, followed
by applying Eq. (2).

where S is the set of object points that forms the 3D sur-
face. pg (m, n) and TX (m, n) are 2D images containing
the depth (i.e., the index ‘q’) and intensity of each object
point, respectively.

Next, the texture TX (m, n) is converted into a bi-
nary image pa (m, n) with the half-toning technique capa-
ble of retaining reasonable visual quality in gray images
with a one-bit representation. To avoid complicating the
design of the sub-line generation process, the classical
Bayer’s matrix[13] is employed in the half-toning process,
although the quality of the binarized image can be im-
proved with more sophisticated algorithms. The origi-
nal texture map is approximated by the binary image
pa (m, n), i.e.,

S′ = {pg (m, n) , pa (m, n)} , (9)

where pa (m, n) and pg (m, n) are input to the filter
banks in Fig. 2 to generate the sub-lines. As pa (m, n) is
represented with 1 bit, a single input pin for each filter
(i.e., Ibit = 1) will suffix, leading to the reduction in its
complexity.

In the second part of simplification, we explore the
relation between the fidelity of the hologram in repre-
senting the object image, and the quantization of the im-
pulse response function (i.e., the filter tap coefficients) of
Gq (m). Evaluation reflects that the latter can be quan-
tized coarsely and still results in reconstructed images
of reasonable quality. To illustrate this, two groups of
sub-lines are generated for the half-toned image ‘Lenna’
shown in Fig. 5(a) with filter coefficients quantized with
8 bits and 1 bit, as shown in Figs. 5(b) and (c), re-
spectively. For the latter, each coefficient in the real or
imaginary part of the filter is converted to +1 and –1

according to its polarity. The sub-lines in each test case
are converted into a Fresnel hologram with Eq. (2), and
the object image is reconstructed with Holovision. It
can be seen that the difference in appearance of the pair
of reconstructed images is not prominent. As a result
of this finding, the FIR filters in the sub-line generator
are designed with 1-bit tap coefficients, leading to the
reduction in the number of LEs.

Similar to the strategy adopted in Ref. [11], further
reduction in the complexity of the sub-line generator is
achieved by reducing the length of the FIR filters. As ex-
plained before, although shorter filter length is preferred
for reducing the complexity of the filters, it will increase
the degradation on the holograms. We have evaluated
the quality of the reconstructed images based on different
values of Tlen, and deduced that a good compromise can
be made with filter length of 360 coefficients, which is
longer than that in Table 1.

Based on the above analysis, the optical settings and
the FIR filter specification listed in Tables 1 and 2,
respectively, are adopted to generate sub-lines for the
half-toned ‘Lenna’ image in Fig. 5(a). Subsequently,
the sub-lines are converted to a Fresnel hologram with
Eq. (4), and the image reconstructed with Holovision
is shown in Fig. 6. Comparing with Fig. 4(c) which
is obtained with the parent method in Ref. [11], the
visual quality of the image derived from our method is
apparently clearer and more appealing. In addition, a
reduction of over 50% in the usage of LEs is noted when
our scheme is implemented on the same FPGA device
adopted in Ref. [11].

Similar evaluation is conducted in applying the pro-
posed method on the half-toned image shown in Fig.
7(a). The latter contains a logo (upper half of the im-
age) and a text message (lower half of the image), located
at 51.5 and 48.5 cm from the hologram, respectively. The
images reconstructed from the hologram at these two dis-
tances are shown in Figs. 7(b) and (c). It can be seen
that the logo and the text message are reconstructed
with reasonable quality.

In conclusion, the generation of white light and Fres-
nel holograms can be speeded up with the use of sub-
lines which are 1D diffraction patterns each represent-
ing a horizontal scan-plane of a 3D object scene. An
effective method of deriving the sub-lines is to en-
capsulate the process as a multi-bank FIR filter ar-
chitecture which can be directly realized with FPGA
devices. Despite the success of this approach, imple-
mentation of the FIR filters involves large amount of
LEs, hence jeopardizing the value of the method in
practical applications. In this letter, we have pro-
posed an enhanced method which enables sub-lines to
be generated with FIR filters of lower complexity. Our
method can be divided into three parts. First, the object
scene image is converted into a halftone image. Second,

Table 2. FIR Filter Setting in Proposed Method

Ibit Cq Tlen L

1 bit 1 bit 360 8

Number of LEs

27568 out of a total of 68416 LEs (40%)
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Fig. 6. Reconstruction of the 1-bit, half-toned ‘Lenna’ image
from hologram derived from sub-lines generated with the FIR
filter setting in Table 2.

Fig. 7. (a) A half-toned image containing a logo (upper half
of the image) and a text message (lower half of the image)
located at 51.5 and 48.5 cm from the hologram, respectively.
(b) Reconstruction of the hologram, generated with the pro-
posed method, representing the half-toned image in (a). The
reconstruction distance is 48.5 cm. (c) Reconstruction of the
hologram, generated with the proposed method, representing
the half-toned image in (a). The reconstruction distance is
51.5 cm.

the coefficients of the FIR filters are binarized to one
bit. Finally, we adjusted the length of the filter so that a
good compromise is made between the complexity of the
latter and the visual quality of the reconstructed images.

The proposed solution is implemented on a FPGA device
and two improvements are noted as compared with the
existing method reported in Ref. [11]. On the hardware
aspect, a reduction of over 50% in the usage of LEs is
noted, implying that the sub-line generator can be re-
alized with more simple and economical FPGA devices.
In the generation of Fresnel holograms based on the sub-
lines derived with our scheme, the visual quality of the
reconstructed images is enhanced as compared with the
parent method.
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